Second Status Report

[image: image1.png]M.IR. " 2
“Moile Intefligence Rohot




2/16/06

Group Members:

Jason Abbett

Devon Berry

Accomplishments


We have accomplished many tasks since the last status report.  First we have added a menu system to the xbc robot controller.  The menu system compiles all of our programs at one time.  Then on the screen will be a list of every program we have on the controller.  We just select the program that we want to run and the program will begin executing.  This saves us the trouble of having to upload a different program to the robot controller each time we want to execute different code.  Because of this menu we are able to spend more time testing and less time with uploading and creating make files.  Next we have written code to receive data from the sonar and display it on the screen of the robot controller.  This does not do much for us now because the sonar read data in a tear shape form.  Because of the tear shape, if a can is far away we do not know if the sonar is receiving signals from the can or from a nearby wall.  This will become more useful once we have full functionality of the camera.  We can use the sonar with the camera to detect object such as the cans and walls.  Next we have a working navigation system.  Before, we were having difficulties localizing the robot at the intersections.  We now have line following code that allows the robot to run the course and do it accurately.  For right now we have the path for the robot to follow hard coded.  The robot follows the lines but when it gets to a room and needs to make a decision on where to go next, we hard coded the next destination.  There is a problem with the robot correcting itself though.  This should be corrected when the engineering members get the pd hardware working.  Right now they have put the encoders on the robot but have not written any hardware descriptions for the encoders.  Until the encoders are complete, we have done as much as we can with the navigation system.  Lastly, we have written code to operate the claw.  The claw can now pick up a can and place a can back down without the can tipping over.  The robot can also hold the can in an upright position above itself and still navigate the course.  

Obstacles


We have had to endure many obstacles over the duration of the senior project.  One of the biggest obstacles this semester is the life of the battery.  Many times when we want to use the robot to do some testing on, the engineering members might already be using it.  So, when we take the robot and start testing it, the battery will run out in about 30 minutes.  This does not give us much time to test any code.  Testing is a huge part of this project and this can put a damper on things.  We do have an extra battery pack to swap out if needed, but it is a hassle to detach the battery from the robot.  You would have to take apart many parts of the robot just to remove the battery pack and it is just too much of a pain to do.  Along with battery power is an issue of debugging.  When we wrote code to tell the claw to go to a certain position and it does not go to that position, we automatically assume that there is something wrong with our code.  It turns out that the servos for the claw eat up a great amount of the battery.  If the battery was already low then the arm might not move to further positions, which is exactly what happened to us.  There was nothing wrong with our code,  it was the battery being almost drained of power.  We wasted much needed time on debugging our code when it had nothing to do with our code.  We will keep this in mind in the future. The last big obstacle to overcome is the engineering team.  Many times they will tell us that something will be done by a certain date and it is not done.  The camera is the best example.  It was stated that it would be done a week ago but they have run into problems and it taking them longer than expected.  This puts a halt on us writing code because we will not know how to interact with the hardware until the engineering team is done with their part.
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Our current progress is indicated in the timeline above. Since our last report, we have almost finished the IO module implementation. We have finished learning how to use the servos and manipulator. We can now tell our robot to pick up a can. The camera is mounted on the robot, but it is not completely ready for us to use. We have looked at the sonar code, but we have not tested using it yet. The AI module implementation is coming along, but some complications have arisen. The line following module is going to have to use more sensors than expected. The camera, sonar, or extra light sensors may be needed. Object identification is close, it can detect the red can and differentiate it from the red worker, but it cannot detect other colors yet. Manipulator control is complete and may be ready for the competition, provided no bugs are found during any future tests that involve it. Also, plenty of testing has been done for all modules that are currently being completed or for modules that are already complete.
Goals

We determined new goals when we met with our clients, Dr. Weinberg and Dr. Engel. We plan to stop working on the line following module until other modules are finished which can be useful for the line following module. We plan to learn how to use the sonar and the camera (when it is finished). The engineering team is also working on a PD system to help the motors move at the same speed, which will help us control the robot’s movement more easily. By the time of the next status report, we should have all the IO modules completed and have everything but the line following module complete in the AI modules section.







